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数据挖掘实验室Outline

1.Linear Dimension Reduction

2.non-linear Dimension Reduction

3. How to detect outlier using subspace learning
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数据挖掘实验室Dimension Reduction

• The target of dimension reduction is  to use as 
less basis as possible to represent raw dataset.

• The key problem of dimension reduction is what  
information  you want to save in low-dimension 
representations.
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Max variance Explanation
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数据挖掘实验室PCA

Object function of PCA is:

Dimension Reduction is similar with Classification, Cluster.
1. Model space 
2. Object function
3. Optimization method
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数据挖掘实验室Multidimensional Scaling

From matrix decomposition’s view :

It is just a Approximation of M, so we can use something to  
replace M!!!! But what ?
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数据挖掘实验室Multidimensional Scaling
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数据挖掘实验室SVD
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数据挖掘实验室Linear Discriminant Analysis(LDA)

Is max variance best all  the 
time???
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数据挖掘实验室Linear Discriminant Analysis(LDA)

Target is to save information what can distinguish label of data.

The intuition is to maximizes the projected class means 
while minimizing the classes variance in this direction 
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数据挖掘实验室Factor analysis (FA)

Factor analysis is to use a potentially lower number of 
unobserved variables to describe observed variables. 

The observed variables are modelled as linear combinations of the 
potential factors, plus "error" terms.

In matrix terms, we have
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数据挖掘实验室FA

Assumption on F

Then we can compute covariance matrix of x
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数据挖掘实验室FA

This is factor rotation!!!
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数据挖掘实验室Kernel PCA 

Kernel trick is to transform all calculation about dimension to 
calculation of inner product.
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数据挖掘实验室Kernel PCA 

every eigen-vector can be exactly written as some linear combination 
of the data-vectors
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数据挖掘实验室Kernel PCA

t
v

t is wasted.
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数据挖掘实验室Kernel PCA

We just need use pca on K.
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数据挖掘实验室Kernel PCA

how center data in feature space?
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数据挖掘实验室Manifold Learning

What is Manifold?

a low dimensional hyperplane embedded in a higher 
dimensional space
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数据挖掘实验室What is Manifold  learning’s target 

In my opinion, manifold learning is to save  local 
proximity relationships using low-dimensional representations.
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数据挖掘实验室

 Our goal is to discover, given only the unordered high-dimensional
 inputs, low-dimensional representations that capture the intrinsic
 degrees of freedom of a data set.

ISOMAP
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数据挖掘实验室

Global distance can be approximated by
adding up a sequence of “short hops” between neighboring points. 

ISOMAP
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数据挖掘实验室ISOMAP
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数据挖掘实验室Locally Linear Embedding

Its assumption is data point and its neighbors to lie on or
close to a locally linear patch of the manifold. 

s.t

LLE’s target is to save local linear relation information 
in low-dimension representations.

(1)
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数据挖掘实验室Locally Linear Embedding

(2)
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数据挖掘实验室Spectral cluster

1.Construct the similarity matrix W

2. Construct the Laplacian Matrix L
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数据挖掘实验室Spectral cluster
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数据挖掘实验室 Laplacian Eigenmaps

Just save local proximity information 

min

min
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数据挖掘实验室 Laplacian Eigenmaps

This is also a problem of computing eigenvalue of L.

min
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数据挖掘实验室LE & Spectral cluster

Spectral cluster just use LE to reduce dimension and 
then use k-means to cluster.
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数据挖掘实验室My small idea

Combine residual vector  and  data of subspace 

r



Thanks

DM
LESS IS MORE


